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Executive Summary

This deliverable presents a comprehensive report on the final testing activities and methodology
employed for validating the Key Performance Indicators (KPls) associated with the user story
“Vehicular condition monitoring with security guarantees”, conducted within the framework of the
SUCCESS-6G-DEVISE project. The primary objective was to assess and confirm the functional readiness
of the final testing architecture and ensure that the various service enablers are properly integrated
and performing in accordance with the defined KPIs. The document describes the testing methodology
followed at the two SUCCESS-6G testbeds (CELLNEX Mobility Lab and SUPERCOM platform), including
details of the testbed configurations, tools, and metrics employed across different scenarios. In
particular, emphasis is given on the establishment of the connectivity of the vehicular on-board unit
with the edge computing infrastructure, the development of the data analytics components, and the
implementation of service orchestration during vehicle handovers. Multiple tests were executed to
validate the end-to-end system behavior, capturing performance metrics under varying mobility
patterns, network loads, and environmental conditions. The final list of the achieved KPI values is also
reported. These results serve to demonstrate the operational maturity of the SUCCESS-6G-DEVISE
solutions and their suitability for deployment in next-generation vehicular networks powered by 6G
technologies.
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1 Introduction

The integration of intelligent condition monitoring in vehicular systems is expected to play a pivotal
role in the development of autonomous and connected mobility, ensuring reliability, sustainability,
and efficiency in future transportation ecosystems. The staggering volume of vehicular measurement
streams, driven by the widespread deployment of onboard sensors, in conjunction with expanded
computational resources, offers enhanced monitoring capabilities and unlocks unprecedented
application scenarios. As such, real-time condition monitoring of onboard vehicular equipment, fault
provisioning, and predictive maintenance represent key services within the evolving vehicle-to-
everything (V2X) paradigm. Building on massive data availability, such services leverage the
proliferation of advanced artificial intelligence (Al) models and knowledge-extraction techniques to
reveal hidden patterns, detect unknown correlations, and generate actionable intelligence with
minimal human intervention. In turn, the timely detection of irregular patterns in monitoring
information and the identification of anomalies/failures enhance operational efficiency, improve
vehicular safety, and reduce unplanned downtime and maintenance costs.

The "Final Testing and Validation of Service KPIs" deliverable outlines the final phase of testing and
validation for the Key Performance Indicators (KPIs) of the vehicular condition monitoring service in
the SUCCESS-6G-DEVISE project. It represents a critical milestone in ensuring that the service not only
meets its functional requirements but also achieves the predefined KPls essential for assessing its
reliability, efficiency, and overall effectiveness in a real-world deployment context.

This document thoroughly documents the test activities carried out, offering a clear and structured
account of the procedures, conditions, and environments under which the service was evaluated. It
highlights the testing infrastructure used, as well as the tools employed to facilitate on-board unit
connectivity, data collection, analytics, and KPlI computation. A significant portion of the report
(Section 3) is dedicated to explaining the methodology adopted for KPI measurement. This includes
the process of test scenario design and the technical approaches taken to ensure accurate and
reproducible results. The methodology was carefully crafted to align with real-world vehicular
scenarios and to reflect realistic use cases involving vehicular condition monitoring.

By presenting the results obtained through these comprehensive tests, the deliverable serves to
validate the readiness of the service for further development, scaling, or deployment. It also provides
assurance to stakeholders that the service performance is in line with the expected benchmarks and
technical objectives defined at earlier stages of the SUCCESS-6G-DEVISE project.
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2 Final testing architecture and services

2.1 Network Architecture

The CELLNEX Mobility Lab, located at the Circuit Parcmotor Castelloli near Barcelona (Spain), is a
pioneering and innovative test space for the development of Intelligent Transportation Systems (ITS)
technological solutions associated with 5G, sustainable mobility, and autonomous vehicles. The circuit
has been equipped with C-V2X, 5G, and edge computing technologies and a private wireless network
with coverage throughout the venue. The CELLNEX Mobility Lab is based on green infrastructures that
operate under the premise of efficient energy management and environmental sustainability, since
most of them are self-sustainable sites that use eolic and/or solar energy. Besides, future road
deployments will follow the same premises, as most of the roads are located in isolated areas with few
possibilities to connect to the grid power.

cellnex®

FO Backhaul

FO Link

Figure 1: CELLNEX Mobility Lab (Castelloli)

Regarding communication infrastructures, the Cellnex Mobility Lab in Castelloli has a 5G private
network which has been updated to provide Mobile Edge Computing (MEC) technology, including two
additional distributed User Plane Functions (UPFs) besides the 5G Core and the central UPF system.
This 5G network, based on the Druid solution, is complemented with a 5G RAN composed of two 5G
New Radios from the Sunwave solution.

As reported in Deliverable E5 [4], the computational infrastructure available in the Cellnex Mobility
Lab is based on LENOVO servers SR650 and SE350 to provide the required clusters of virtual resources
for the “Local Cloud” and the remote “edge nodes”. Thus, there are three clusters of virtual computing
resources. Currently, all of them are deployed in the Control Room location to ensure the reliability
and availability of the computational edge resources for the experimental activities in the SUCCESS-6G
project.

e Local Cloud: composed of two virtualized LENOVO SR650 servers. It provides a set of virtual
machines, one VM dedicated to 5G-CORE SW services and the others for Central Apps.

e Edge Node 1 and Edge Node 2: each one composed of one virtualized LENOVO server SE350.
Whereas a VM of each server hosts the associated distributed UPF, the other VMs are
dedicated to the critical services that must be deployed and run at each edge node.

These edge servers have been moved from the remote edge nodes called “node 1” and “node 8", to
the Control Room location, to overcome some issues with the power supply available in the nodes.
Regarding 5G RAN infrastructure, the architecture for this project is composed of two types of nodes,
as shown in Figure 2, depending on the power supply features:
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e Node 1: It is a Grid Site, connected to the grid power supply.

e Node 8: It is a Green Site that gets its power supply from wind and solar energy.

Grid Site
KK 60 GHz link
5G Radio
RSU ([«
=
Green Site Node Cabinet
60 GHz link T T T ber A\
9 : - .
5G Radio : ) 1 -
RSU ( t = : s : Fiber
i ] inkSystem
: SE350 ‘ i
Ly Edge Server ;]
Node Cabinet L D R ri
:'—--------Fi;e-r --“' Fiber R e e R T B
: oo - — i
'
' [ | ! i T ThinkSystem 1
| Thinksystem ' : Fiber SR6SO |
- SE350 ‘ i ' Fiber T CoreServer |
| Edge Server ,' ' 3
\ 4 ’
s \\ ___________________________ _l
ControlRoom
(Padock)
Figure 2: Cellnex Mobility Lab — Original ICT Architecture
NODE-1 3G
RAN-1 0’))
C-V2X Uu
-
— hd
INTERNET a
FIREWALL """""""""""""""""""""""" ~
LOCAL CLOUD
P EDGE-NODE 1 § 113
i P 1 19
4‘ GREEN SITE T
(zxsaeso) (1xSE350) ¢
EDGE-NODE 2
(1 x SE350)

CONTROL ROOM

Figure 3: Cellnex Mobility Lab — Final ICT Architecture

The ICT infrastructure, displayed in Figure 3, could be accessed either locally from the Cellnex Control
Room in the Mobility Lab or remotely by using a VPN connection. Network infrastructure offered to

the SUCCESS-6G project supports a complete non-roaming 5G Private Network in the Castelloli
Mobility Lab.
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Figure 4: Location of gNBs and radio sectors in Castelloli test site

As explained before, it is composed of 5G-SA Core, MEC units and 5G New Radios for C-V2X and other
novel ITS services in the mobility scope. The main elements of the SUCCESS-6G 5G Private Network
are:

e 15G Core SA, service-based-architecture

e 1 Central UPF

e 2 Distributed UPF

e 2MEC

e 2 5G-NR (BBU + RRU) 100 MHz in band n77. (3800 — 3900 MHz)

Data Plane

Control Plane
Internal
Control Plane G

=== Ext | New 5GC Pod
xternal 00101

Nodel () /
gNodeB=10 ('g) }é

TAC=101
L

~~
-
~~
~ -

Node 8 @)
gNodeB=21 A ’(
TAC=1

Figure 5: Internal architecture of the 5G SA networks deployed in the small-scale test site of Castelloli

The 5G Core and UPFs dedicated to the SUCCESS-6G project have been supplied by Druid, an Irish
company specialized in 4G/5G private network solutions. The deployed solution consists of a 5G Stand-
Alone (SA) configuration with centralized and distributed UPFs. There are two distributed UPFs, one
associated with Node 1 and the other with Node 8.
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There are three SW instances dedicated to the private 5G network for the SUCCESS-6G project: one
for the 5G Core and the other two for the distributed UPFs. While the 5G Core instance is deployed
and running in the local cloud, the distributed UPF instances are running on the edge nodes, one dUPF
instance at each edge node.

Druid provides a technology platform called Raemis, which is a set of cellular software assets optimized
for business use cases. This platform offers mobile communication solutions that are tailored to meet
the needs of use cases that require technologies related to wireless cellular networks.

Raemis Enterprise Alarm Status:

Supported PLMNs :

10.17.200.100
OFF

Undelivered Messages

User License

Networks
Nelwork License
Local SIP Provider
eth-wan
Pvd:  10.17.201.100
v .

t- Mbps | - Mbps
S - Kpps |- Kpps

Figure 6: Raemis dashboard

The outdoor coverage of the 5G network is supported on SUNWAVE technology, using the n77 band.
It is a distributed solution composed of BBU and RRU units.

e BBU nCELL-T5000, is the 5G-NR base station unit. It provides central control and management
of the entire base station system, providing network access functions, direct access, and data
interaction with 5G Core and baseband processing functions. Facilitates nGAP, XnAP interface,
5G NR access network protocol stack functions, RRC, PDCP, SDAP, RLC, MAC, and PHY protocol
layer functions.

e RRU RU4370 converts fiber optic signals into cellular air technologies, providing outdoor
coverage of the SUCCESS-6G 5G network.

T

3
3

—

Figure 7: 5G-NR RRU module

While Table 1 details the composition of each RAN site and main settings identifiers, Table 2 details
the characteristics of the gNBs at the Castelloli small-scale test site:
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Site Cell MIMO Equipment Energy

. TAC PCI PLMN ID
name type type Provider supply
ez | simel] 4x4 Sunwave Sglf— 21 1 18 00101
8 cell sustainable
Node 'small ' ./ sunwave Grid 10 101 17 00101
1 cell connected

Table 1: Features of the gNodeBs at the Castelloli small-scale test site

Site Product Product Product details lllustration
name type name
Node 1 Sunwave JZD - e 4-portantenna ¥
and Antenna 65DPG1515- e 15 dBi Gain
Node 8 3842T0 e Bandwidth: 3800-4200 MHz
(Sunwave
gNodeBs) LS
Sunwave SCELL- e Product Name: sCELL-
RRU 3470RRU 3470RRU
e AT4R
e Max total carrier BW is
100MHz for NR

e 5W (37 dBm) Output Power
e Bandwidth: 100 MHz in band
n77. (3800 — 3900 MHz)

o Weight 12Kg

e 48VDC
Sunwave - e 2x RJ-45100/1000 BASE-T
Baseband Ethernet Port
Unit e 4 x10Gbps ports SFP+

Ethernet Port
e 4 x Radio Interface ports

Table 2: Composition of gNBs at the Castelloli small-scale test site

In order to deploy the 5G network services and application services, all the LENOVO servers dedicated
to the SUCCESS-6G project (2 SR650 servers and 2 SE350 edge-servers) have installed vSphere
(vmware), which is a software that allows for virtualizing the computational resources and creating
different virtual machines.
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VMware® vSphere

Figure 8: Vmware vSphere platform

vSphere Client Q)

[D] @ @ S

w wSAN Datacenter
« B 56
~ [J 5G CORE
Gl Core

-

Figure 9: vSphere Client, where VMs are allocated

Even though all of them are located inside the Control Room, the logical configuration keeps physical
resources separated for the three virtual clusters of computational resources.

Figure 10: SUCCESS-6G virtual computational clusters
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ey e

o
.

Figure 11: SR650 and SE350 Rack in the Control Room of the Cellnex Mobility Lab in Castelloli

The two distributed UPF are allocated in two SE350, identified as SE350#1 and SE350#2 in Figure 12.
Each distributed UPF will remain in one of the two 5G Sunwave Radios.

Radio node 1

Radio node 8

Crit. Serv.

1. Vehicle data monitoring service (IDNEO)
2. Redis database (IDNEQ)
3. Kserve inference service (CTTC)

Control Room

SE350-1 EDGE (Virtual Machines)

SE350-2 EDGE (Virtual Machines)

VM Druid 5G VM CTTC/NBY (2/8/100} VM Druid 5G VM CTTC/NBY (2/8/100)
untu buntu
DUPF1 st s DUPF2 et st
10.47.252.012 11017.252.116
VM NBY (2/8/50) Ubuntu vmg?&fﬁ;’fﬁaﬁ:w‘:“m
1017.252113 T
LOCAL CLOUD
Virtual Machines
VM Druid 5G VM1 (4/8/100) VM2 (4/8/100) VM
Net KC Backend (grafana...) IDNEO Database test [CNX PacketRusher
EIWOrKk Lore L10.47.252.000— 5G Simulation tool

Internet/cloud

Figure 12: SUCCESS6G Computational Clusters and SW Services Architecture

To support the SUCCESS-6G project requirements, the three clusters of virtual computational
resources host the following SW network services and applications, as in Table 3:
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SERVICES AND NETWORK
FUNCTIONS CRITICAL SERVICES AND DUPF
(LOCAL CLOUD: 2 x SR650) {EDEHRGRES .
“Central Services”: EDGE SE350 #1 - Node 1: EDGE SE350 #2 - Node 8:
e VM Druid 5G SA Network Core e VM Druid 5G Distributed | e VM Druid 5G Distributed
PF1 PF 2
e VM Backend (Grafana...) U U
VM K3s infi i VM K3s inf i
e VM IDNEO Database test . 3sinference services | o 3s inference services
e VM Network tools (Packet o VM -API reque§ts .to e VM AP.I rec!uests tq Raemis
. Raemis (for migration (for migration services)
rusher, iperf3...) .
services)

Table 3: Services hosted by the three clusters

2.2 Data Acquisition

The data acquisition architecture deployed for the SUCCESS-6G use case 1 can be seen in Figure 13.
The deployment of the applications involved migrating the V2X data parser and receiver from the
vehicle and deploying a REDIS database on the server side. On the OBU side, the application
responsible for use case 1 has been migrated from a European variant OBU to an American variant
model, as the band used in the Castelloli tests is N77.

Cellnex server Seat Ateca VEhidE

Idneo Vi ™\ OBU UC1 APP
CAN
RED'?DDBB Sensor adquisition Bus
Receiver
and Serializer
parser and
\IP10.17.252.109 A\ /| _. sender .-

\‘\-..

5G Cellnex private
netwaork

Figure 13: Data acquisition architecture

The deployment is carried out after a successful test of the connectivity at the network layer level,
between the OBU and the Host that contains the applications. The test is a simple TCP/IP
communication. In a ping test between the OBU and the Application Host, an average response of less
than 17 milliseconds was obtained, as shown in Figure 14.

SUCCESS-6G-DEVISE Page 16 of 63 TSI-063000-2021-40



Version 1.0, 30/04/2025

64 bytes from 10.17.252.102: seq=58 ttl=63 time=15.494 ms
64 bytes from 10.17.252.102: seq=59 ttl=63 time=14.426 ms
64 bytes from 10.17.252.102: seq=60 ttl=63 time=17.580 ms
rC

10.17.252.102 ping statistics ---
61 packets transmitted, 61 packets received, 0% packet loss
round-trip min/avg/max = 10.422/16.385/36.854 ms
~ #

Figure 14: Successful connectivity test

The applications on the host that receive the data are containerized in Docker. Figure 15 depicts the
reception of data in the deployed applications. On the left side, it is possible to observe the acquisition
of binary data in the vehicle, while on the right side, the data is already being interpreted in its
characteristic units.
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2025:02:24 11:58:12.805234 | TX | 7E@ | 83 22 F4 BC 55 55 55 55

2025:02:24 11:58:12.817933 | rRx ‘ TE8 |pid‘ Fa oC ‘ val: oF 52 ‘

2025:02:24 11:58:12.845968 | u | 7E0 | 83 22 F4 8D 55 55 55 55

2025:02:24 11:58:12.858797 | RX | 7E8 |pid: F4 00 | val: 08 AA |

11-11-83-06-2E-E2-0E -82-57-A-09- 01-08-00-07-EG-20-02-81-DD-06 - 2E-E2-0E-02-D8- AF -89-81-00-00-07-E8-F4-8C-F -52- 06 - 26-E2-0E-03-78-51-08-01-00-00-67-E8-F4-0D-08-22-22-
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2025:02:24 11:58:12.900882 | RX | 7E@ [pd: F4 49 | val: 26 AA | Vehicle sensor communication over CAN bus
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® foo_user@template: ~ 229x28

accelerator_pedal_pos: 14.9

ot1_fill_level: 73.772

fuel_consumption: 1
scr_efficlency 0.61146
brake_pressure: ©.72
normed_load: 68.2
lengine_gear: 2
lengine_torque: 56.2
lengine_rpm: 979
vehicle_speed: 11
accelerator_pedal_pos: 14.9
oll_fill_level: 73.772
fuel_consumption: 1
scr_efficiency: ©.68897
brake_pressure: .78
normed_load: 58.6
lengine_gear: 2
lengine_torque: 48.3
lenglne_rpm: 981
e tpeed: Y s Vehicle data sensors received on the SERVER and parsed
_pedal_pos: 14.9
oll_fill_level: 73.752
fuel_consumption: 1
scr_efficlency: 0.63261
brake_pressure: 0.81

normed_load: 57.9
ﬁ"g..m,gw 1

Figure 15: Reception of vehicular data

2.3 Condition Monitoring Service

The condition monitoring service during the test conducted at the Castelloli circuit is designed to
evaluate and track the system's performance under real-world mobility conditions. During the test,
the vehicle alternates between two 5G nodes (Edge_1 and Edge_2) while undergoing a handover [11].
Throughout the process, critical data on response times and system stability were gathered, offering
an in-depth analysis of the system's performance in the test environment.

The primary objective of the monitoring service was to evaluate the system’s performance based on:

e Response Time: The time elapsed between the detection of a handover and the moment the
kServe service reaches the "UP" state (ready to operate).

e Stability and Variability: Fluctuations in response times during handovers, aiming to identify
any anomalies or unstable behavior in the system.
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The KPIs related to performance and response times monitored during the test are presented in the
Section 4.3. These include key metrics such as success rate, average inference and response times, and
queue size. Figure 16 represents the main components responsible for monitoring both inferences and
performance metrics.

Edge_2 (k3s) 10.17.252.116

(), -
A UPF#2 —s

Radio#2

Handover
Local Cloud VM1 (microk8s)
Edge_1 (k3s) 10.17.252.112 /
1 \ 2 2 -I\ QTel Collector 3 4
@ -‘V‘ I Mediator i Vs
UPF#1 s —————— s > " :;\’:03 I services metrics ‘;‘ “ influxDB2
:30083/metrics. (ngr\/e) \ )
I influxdb-client 30082/metrics I
Radio#1
I inference metrics
- = = = = /‘ 10.17.252.101

Figure 16: Conditioning monitoring service components

1. Mediator Service: This service is responsible for retrieving the vehicle metrics stores
previously in the Redis (cache database), processing them, and sending them to the kServe
inference service. Additionally, the Mediator joins the inference metrics with vehicle metrics
ones, and those are sent to the observability backend InfluxDB2 for storage and further
analysis.

2. kServe (Inference Service) performs the model inference and, in turn, exposes performance
metrics via a Prometheus client. This allows real-time monitoring of metrics related to the
inference service’s performance, such as response times and other KPls.

3. Open Collector scrapes the inference service’s performance metrics and sends them to the
observability backend InfluxDB2.

4. InfluxDB2 acts as the centralized backend where both inference and performance metrics are
stored. The processed inference metrics and kServe performance metrics are sent to InfluxDB2
through the Open Collector, enabling detailed and centralized analysis of all the data over
time.

Figure 17 illustrates the handover metrics collected in InfluxDB2 (snapshot). This image showcases the
real-time performance data during the handover process between the two 5G nodes, Edge_1 (purple
signal) and Edge_2 (blue signal), providing insight into the system’s behavior and response times during
the test:
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Figure 17: Handover metrics status operation

The following histogram in Figure 18 shows the distribution of response times recorded during the
test. It visualizes how response times varied as the vehicle moved between the 5G nodes.

Distribution of Response Times Between Clusters
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Figure 18: Response time distribution histogram

2.4 Service Orchestration

In the realm of telecommunications and networking, a service orchestrator plays a pivotal role in
managing and coordinating the various components of service delivery. It oversees the orchestration
of resources and processes to ensure the efficient provisioning, deployment, operation, and
optimization of services across the network. Specifically, service orchestration encompasses the
lifecycle management of services, including onboarding, deploying (instantiating), and terminating.
These actions ensure the efficient provisioning and management of services across the Edge-Cloud
Telco Continuum. Additionally, orchestration involves other key actions such as horizontal and vertical
scaling, and migration (also known as service placement). The key aspects of service orchestration,
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including lifecycle actions, scaling actions, migration, and their categorization into day actions, are
outlined below:

Lifecycle Management, which refers to i) onboarding, i.e., the process of adding a new service
to the orchestration system, ii) deploying (instantiating), i.e., the allocation of resources and
configuration of the service to run in the network, and iii) terminating, i.e., removing the service
from the network and releasing associated resources.

Scaling, which involves i) horizontal scaling, i.e., the increase of the number of service instances
to handle higher loads or improve redundancy, and ii) vertical scaling that adjusts the resources
(e.g., CPU, memory) allocated to a service instance to meet performance requirements.

Migration (Service Placement), i.e., the relocation of a service from one site (physical or virtual
node) to another to optimize resource usage, improve performance, or address failures. This
may involve either deleting and re-deploying the service or deploying it at the destination site
before removing it from the source site to ensure high availability.

The aforementioned actions can also be categorized based on the timing of their operation in
the network or infrastructure, referred to as Day 0, Day 1, and Day 2 orchestration activities:

= Day 0: Onboarding and initial configuration of services.
= Day 1: Deploying services and ensuring their proper instantiation and operation.

= Day 2 (or Day n): Updating service configurations, either manually or automatically, and
managing service operations dynamically.

Such an orchestration solution encompasses the essential capabilities that enable communication
service providers to efficiently manage network resources, optimize service delivery, and ensure
seamless operation. However, as networks evolve into programmable, software-driven, service-based
architectures, they become more complex and require remarkable operational agility. The NearbyOne
orchestrator can be used for onboarding and management of applications deployed in different edge
clouds/decentralized architectures. In the scope of this project, NearbyOne manages service
migrations by monitoring vehicle mobility, ensuring seamless and efficient transitions of the
monitoring service between edge locations based on events coming from the 5G core, as illustrated in
high-level in Figure 19.

5G DE Orchestrator

Figure 19: Service orchestration based on 5G core network events in mobility scenarios
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3 Methodology for KPI collection

3.1 Trials at CELLNEX Mobility Lab, Circuit Parcmotor Castelloli

3.1.1 First round 19/12/2024

For the initial phase of testing, the 5G network registration procedures were executed using the On-
Board Unit (OBU), and the quality of network parameters was assessed. Subsequently, the stability
and reliability of the established network were evaluated to ensure that the applications to be
deployed would operate without issues. As illustrated in Figure 20, the OBU modem was configured to
operate on band n77.

/ # ql_cmd at at+qnwprefcfg?

+QNWPREFCFG: "mode_pref",NRS Possible
+QNWPREFCFG: “rat_acq_order'TE:HCDMA:GSH conﬁguration of
+QNWPREFCFG: "srv_domain",2, - the OBU. NR 5G
+QNWPREFCFG: "roam_pref",255,"ANY"

+QNWPREFCFG: "volce domain”,3,"IMs_Ps_vorce prerergep and band 77
+QNWPREFCFG: "ue_usage_setting”,1,"DATA_CENTRIC" allowed
+QNWPREFCFG: "nr5g_disable_mode",0,"NONE"

+QNWPREFCFG: "gsm_band",1900

+QNWPREFCFG: "wcdma_band",

+QNWPREFCFG: "lte_band",2:4:5:7:12:13:14:17:2 R:29:30:41:48:66:71
+QNWPREFCFG: "nsa_nr5g_band",2:5:25:41:48:66: :

+QNWPREFCFG: "nrS5g_band",2:5:25:41:48:66:71:7

0K

Figure 20: Configuration of OBU

The network was successfully detected with the Public Land Mobile Network (PLMN) identifier 99999
after the network scan, as shown in Figure 21.

-Iten

Ple i

ql_mw_network_scan
async network scam succeed,

Scan for networks in the OBU and a private
network appears with mec+mnc 399949
This is the Cellnex private network in

token 1d 1z 1 Castelloli.

: lomg eons=599 899, short eons=999 0899, mcce=999, mnc=99, network statussPREFERED, radio techsNRSG

[2]=

long_eoms=Orange SP, short_eonssESPRT, mcc=214, mnc=03, network_status=PREFERED, radlo_techsLTE

Figure 21: Network scan

The OBU successfully registered with the 5G network, after which the core network assigned it a Class
A IP address, as shown in Figure 22.

=»Item :

tech_domain =

ql_mi_get_data_reg_status

ql_mw_get_data_reg_status ret = 8, detall infa:
3P, radie_tech =
mecs091, mncsf1, forblddensd, cld=0x28801, pcl=17, tac=101

Status of the network attach. Connected
with NR5G technology to the base station 1
(pci=1T)

HRSGC, roaming = @, reg_status = 2, deny_reasonm = @

sve_opt(19)=HR5G_TDD|HRSG_SUBS | NR5G_SA

Figure 22: Successful OBU network registration

Signal quality was analyzed at various locations within the test environment, along with bandwidth
performance assessments using Iperf and round-trip time (RTT) measurements at each test point.
Additionally, the initial versions of the data-receiving application were deployed, with a particular
focus on evaluating network performance.
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These connectivity tests were carried out in the vicinity of both base stations to fully validate the
testbed. In addition, it was also possible to detect how the handover was working, even though the
policies were not well adjusted for this purpose, as shown in Figure 23.

+QENG: “servingoell™, "NOCONNT “MRSC-SAT, "TDO™ 001,01, 21925803, 18, 654048, -23 . -120,5 -

Capture of the exact moment of the
handover performed by the OBU between
BE 8 (pci 18) and 1 (pci 17).

The Dec 19 11:57:23 UTC 2024

+QENG: “servingoell™, "NOCONN"™ , “MRSG-SA™, “TDO", 001,01, 21925803 18 654048, -24,-119,0, -

¢ Tsarvingoall®, "ROCORN" , “NRSGC-SAT, CTDOT, 001,00, 21925803, 18, 654048, - 25, -116,0, -

Thu Dec 19 11:57:25 UTC 2024

+ENG: "servingoell™, "NOCONNT “MRSC-SA™, "TDO™ 001 01, 163641 1T 653952, -11,-100,22 , -

This Dec 19 11:57:26 UTC Z024

+QENG: “servingrell™, "NOCONN™, “NRSG-SA", "T0O", 001,01, 163841,17 653952, -11, -98,21, -
oK.

Thia De< 19 311:57:27 UTC 2024

iQEIN;: “servingcall™, "NOCONN®, “NRSG-SA®, “TDO®, 001,01, 163841 17, 653952, 11, - 203 18, -
oK

Tha Dec 1% 11:57:28 UTC Z024

LQENG: "servingeall™, "NOCORN™, "NRSC-SA “TDO", 001,04, 163841, 17, 653952, -11, -100,21 -
Figure 23: Handover phase

Before the SUCCESS-6G first round of end-to-end tests was performed in the Mobility Lab of Castelloli,
more than one year before, Cellnex started collaborating with IDNEO in several tests focused on the
5G RAN deployed in the Castelloli Mobility Lab, to validate 5G connectivity and ensure the proper
attachment of the OBU device to the 5G network deployed in Castelloli. Several series of tests were
performed, increasing every time more network functionalities, up to achieving testing the whole end-
to-end scenario: communication through the SUCCESS-6G 5G network between the vehicle and data
servers deployed in the local and edge cloud.

This preliminary set of tests was executed according to the development of the SUCCESS-6G research
activities and the outcomes provided by them. Thus, the first series of tests only validated that the
OBU can be registered in the 5G network and get access to internet services. Then, after the
deployment of the VM for IDNEO SW services in the Local Cloud, the tests were focused on the
connectivity between the car and the REDIS database deployed in the IDNEO virtual machine. Besides
the tests performed together with IDNEO, Cellnex has also tested several network settings to maximize
data bandwidth between User Equipment and App Services.

In addition, related to the automatic SW recovery after a server reboot, to enhance the robustness
and reliability of the 5G network, specialized scripts have been developed to ensure that, following a
power outage, 5G services SW instances will not be deployed until it is confirmed that the Multus layer
is fully active.

The tests began at approximately 10 AM. Both 5G nodes (nodel-Edge 1 and node8-Edge 2) were
activated. It has been configured 100M, 64QAM, 3D1U in the Radio.

e Conducted speed, bandwidth, latency, and QoS tests, with an average of 60Mbps and peaks
of 100- 270 Mbps. It should be noted that we were conducting parallel tests, which might have
affected the optimal use of the network.

We just disabled integrity from the BBU side for a quick test, as shown inFigure 24.
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Figure 24: BBU configuration

After that, we ran the FTP again, and the following shows the test result.

e Node 1: FTP DL 93.74 Mbit/s

Powon o G

{3 Advarced Semrgn

PRI e o | v s e

e Node 8: FTP DL 51.93 Mbit/s

Figure 25: Node 1 throughput
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Figure 26: Node 2 throughput

The last objective of these tests was to evaluate the real-time automatic handover between radio
nodes. During these tests, we observed that the handover between radio nodes did not occur
automatically based on thresholds but was only possible manually. We identified an incorrect
configuration, which was subsequently resolved after these tests.

Raemis dashboard shows the attached devices using the 5G SA network during the tests:

Showing 1 to 4 of 4 - Filtered On Attached

R CPE CNX (207481)

Identity: 001010000049441
868371050135165 (IMEI)

10 7y
» s5
Ry IDNEO (207483)

Identity: 001010000049443
867409050006662 (IMET)

10 4

=

R CPE CNX (207485)

Identity: 001010000049445
Device: 868371052495716 (IMEI)
IP:

Gnb: 10 4

B 2" @ 55

Ry IDNEO (207487)

Identity: 001010000049447
Device: 860279050017721 (IMET)
1P: ,

Gnb: 10 ¢

Figure 27: Attached devices in the Raemis dashboard

Some network KPIs extracted during the tests:
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Figure 29: Extraction of network KPIs Il
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Figure 30: Network bandwidth test

In order to study the service orchestration based on 5G core network events in mobility scenarios, NBC
has focused on the service migration functionality supported by the NearbyOne orchestrator. More
specifically, during the series of trials performed in Mobility Lab of CELLNEX in the Circuit Parcmotor
Castelloli, NBC has measured the service migration time that characterizes the handover process
induced by the vehicle's mobility, considering two experimental scenarios: with and without the
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inclusion of the Mediator, as defined in Section 2.3.

At first, we set up the Decision Engine (DE), as defined in [5], to handle all Subscription Permanent
Identifiers (SUPIs) the same way. However, it was soon observed that some SUPIs needed special
treatment, such as the SUPI of the vehicle that is moving between the base stations. We had to change
our approach to deal with a specific SUPI, i.e., the one associated with the vehicle. This change was
important because it made our system more accurate and efficient in monitoring the vehicle data
sessions and handovers.

3.1.2 Second round 24/02/2025

On the second round of testing activities, the KPIs related to Use Case 1 were evaluated, and signal
quality assessments were conducted within the circuit area. Six measurement points were established
to analyze parameters such as RSRP, RSRQ, and SNR, which characterize the signal quality received by
the 5G modem. Additionally, bandwidth and latency tests were performed to assess network
performance.

$GNGGA,115506.00,4135.54705,N,00141.48324,E,2,12,0.59,343.4,M,49.4,M, ,0136%48 Serving_rat = NR5G, RRC_state = @ ]
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Figure 31: OBU connectivity during the second round of tests

To conduct the tests necessary to collect the KPIs for use case 1, an initial test plan has been designed
with measurements to be taken at 6 points relative to node 1, as shown in Figure 32. As these points
are in the line of sight of both nodes 1 and 8, they can be used as measurement points in the future.
At each of these points, latency, download and upload throughput, and signal quality measurements
have been taken.

Figure 32: Castelloli testbed and reference points for measures

In addition to the KPIs, Table 4 reports the measured values for throughput, RTT, RSRP, RSRQ, and SNR,
where the behaviour of these parameters referenced to the six points can be observed.
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POINT  TYPE THROUGHTPUT (Mbps) RTT (ms) RSRP (dBm) RSRQ (dB)  SNR (dB)
P1 uL 32 13.3-20.1 -77 -11 40.0
P1 DL 98.4 12.7-18.1 -77 -11 40.0
P2 uL 31.8 13.5-18.4 -90 -11 28.5
P2 DL 94.8 12.3-26.4 91 -11 26.5
P3 uL 43 18.4-25.3 -106 -12 3.5
P3 DL 92.7 18.4-25.3 -106 -12 6.5
P4 uL 51.9 14.6 - 25.2 -103 -11 11.5
P4 DL 92.4 13.8-22.9 -102 -11 9.5
PS5 uL 18.1 23.8-31.8 -103 -11 13.5
PS5 DL 52.8 28.1-34.2 -106 -12 10.5
P6 uL 32 13.3-20.1 -77 -11 40.0
P6 DL 98.4 12.7-18.1 -77 -11 40.0

Table 4: Throughput, RTT, RSRP, RSRQ, and SNR measured at different points

The necessary services were deployed on the edge server. These services were containerized to enable
a more flexible and modular deployment approach. On the OBU side, network traces were collected,
and event and data counters were integrated into the vehicle’s data acquisition application. These
additions enabled the analysis of packet loss and the detection of potential performance issues.
Additionally, the system was tested under the conditions of maximum vehicle speed to evaluate
performance during high-mobility data transfers.

Due to the need to test the auto-handover between both nodes, Cellnex configured the RAN handover
functionality. In particular, the following steps were followed:

Handover Function Starts Determine: Handover function startup decision refers to the process of
deciding whether to start the handover function according to the startup conditions of each handover
function, which mainly includes the following factors:

e  Whether the switch of the handover function has been turned on.
e Whether the signal quality of the service cell meets the conditions.

Measurement Control Distribution: Measurement control distribution refers to the process in which
the gNodeB sends measurement configuration information to the vehicle.

Any of the following scenarios will trigger the gNodeB to send measurement configuration
information:

e When the vehicle enters the connection state, the gNodeB will send it to the vehicle through
RRCReconfiguration Measurement configuration information.

e If the measurement configuration information is updated after the vehicle is in the connected
state or the handover is completed, gNodeB will also send updated measurement
configuration information to the vehicle through RRCReconfiguration.

Measurement report reporting: After receiving the measurement configuration information sent by
the gNodeB, the vehicle executes the measurement as instructed, filters the measured value according
to the "filter coefficient", and then judges the event. When the event entry conditions are met, the
vehicle will report the measurement report to the gNodeB.
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Target cell or target frequency point decision: This process mainly includes the following three aspects

e Processing of measurement report.
e Determination of handover strategy.
e Generation of target cells or target frequency points.

Handover execution: After the decision on the target cell or target frequency point list is completed,
the gNodeB will perform handover according to the selected handover strategy (including handover
and redirection).
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5. Modify periodic measurement config
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7. Modify PLMN for A3 events
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After this functionality configuration, the handover between both nodes was applied and tested,
working according to the expectations, as shown in Figure 33:

Figure 33: Successful handover

In the second round of testing, we encountered a significant issue related to our 5G core subscription
model. Initially, the DE of the NearbyOne orchestrator was configured to subscribe exclusively to
http_api_create requests. While this setup captured the creation of new data sessions effectively, it
failed to account for the dynamic nature of our network, particularly the handover events. These
handovers are crucial for maintaining seamless service continuity, and their omission led to gaps in our
system's responsiveness. Recognizing this oversight, we expanded our subscription model to include
http_api_update requests. This change was crucial in capturing all handover events, thereby providing
a more comprehensive and accurate reflection of the network's state. By incorporating these updates,
we significantly improved the robustness and reliability of our service, ensuring that all critical events
were monitored and managed appropriately.
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3.1.3

Third round 07/03/2025

After completing all necessary network configurations to optimally execute the use case tests, the
experiments were successfully carried out in the third round of tests. Both nodes 1 and 8 were utilized,
with automatic handover between nodes, and network monitoring and analysis conducted during the

tests.

Figure 34 illustrates all the information captured in the Raemis dashboard related to the vehicle
approaching node 1:

@ Editlsors % DeletoUsers w Import & Export

> pa—
[ —— &l o

Groups.

SIP

Alarms
System
Admin

Tracing

KPis

Mame v AllGroups v« Search
@ S Name Number WS WE Rr F § 4
-

SHowing 1 to 4 of 4 - Fillered On Aftached

R CPE CNX 824 (207481)

G
B s @ s

R CPE CNX Node (207485]
ety

Device:

=

Gt

Bs @ s

Ry BU (207487)

Bs @ s

Ry CPE CNX 82

Showing 1 to 5 of 5 - Filtered On Attached

Ry CPE CNX 824C (207481)

B2 P s

Ry CPE CNX Node1 (207485)
Identity:

Device:
IP:
Gnb:
& P s

Up since
Max Attached Users

DP Load

Monitor - raemis_cp 1

Monitor - event logger writer

User Activity

001010000049441
868371050135165 (IMET)

10

001010000049443
867409050006662 (IMEI)

105

001010000049445
868371052495716 (IMEI)

10 4

001010000049447
860279050017721 (IMEI)

104

001010000049449
868371050135090 (IMET)

10

2025-01-27 14:28:50 License Expiry No Expiry
0 Max Attached Cells 10

4245 Attached
@
2

Bearers
Threads 1 Overload Procedures 4G 0 Default Setup 0 (4G)/0(56)
Avg GPU Usage 0% Overload Procedures 56 0 Default Sewp Failures 0 (4G)/0(36)
Min CPU Usage 0% Dedicated Sewp 0 (4G) /0 (56}
Max GPU Usage 0% Dedicated Sewp Failures 0 (4G) /0 (36)

Monitor - mgw 1-0 Monitor - event logger poster

Event Count 4 Event Count 4 EventCount 4
Avg Latency 0ms Avyg Latency 0ms Avg Latency 0ms
Min Latency 0ms Min Latency Oms Min Latency Oms
Max Latency 0ms Max Latency 0ms Max Latency 0ms

Event Gount 4
AvgLatency Oms.
Min Latency 0 ms
Max Latency Oms.

SUCCESS-6G-DEVISE Page 30 of 63 TSI-063000-2021-40



Version 1.0, 30/04/2025

Users Up/Downlink Data

Throughput

@ Downink @ Uplink

@ Winimum @ Avemge Maximum

@ Total Throughput @ Downink @ Upiink.

o
S M_M_NM——AA—

4G Defauli Setup ) 4G Default SetupFai @ 4G Dadicated Setup

® 4G Attempts.

56 Attempts

© 46 Success

Figure 34: Vehicle approaching node 1

Connected 46 @ Active 46 Conn, G ActvesG

© 4G Overioad Pracsdur.

5G Overload Procedur.

Dedicated Setup 56 Dedicated Setup F.

Uplink Packet Loss & Downlink Packet Loss.

@3 Success 4G Fale @ 5GFalwe @46 Cancel 56 Gancsl

Accordingly, Figure 35 illustrates all the information captured in the Raemis dashboard related to the

vehicle approaching node 8:
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Figure 35: Vehicle approaching node 8
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Figure 37: Server (node 1)
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Figure 40: Server (node 8)

TSI-063000-2021-40

f63
SUCCESS-6G-DEVISE Page 33 0



Version 1.0, 30/04/2025

%!C’ 5.50 MBytes
SeC 5.4y MBytes

cneDrive\Escritorio\'
iperf~
ost 10.17.7.46, port 5201

.168‘1.179 port 5062 ¢ &
2 connected o ’ !’ ’ 46
.. . port 5201

.B$~:2l 'gi sec 384 KBytes 3.12 Mbits/sec
.91—3f . Sec 1.25 MBytes 10.4 Mbits/sec
.el—ﬂqgl ::E g.gs ggyies 27.5 Mbits/sec

~ 5 ytes 24.0 Mbits/sec
-81-5.00 Sec 768 KBytes 6.35 Mbits
. se
.ggis.gi sec 896 KBytes 7.3@ Hbits;;eg
.01_8.00 sec 768 KBytes 6.26 Mbits/sec
.00-9. sec 1.12 MBytes 9.55 MBits/sec
! .01 sec 512 KBytes 4.17 Mbits/sec
384 KBytes 3.12 Mbits/sec

3.1.3—win64>iperf3.exe -c 10

VOB EWN -

L

[

L

L
g
[
[
[

] Ingegval Bandwidth
g 0—10.0? 12,1 MBytes 10.2 Mbits
0.00-10.02 g 12.0 MBytes 10.1 Mbits

Done

MmebLiL\OneD:

Figure 41: Client (node 8)

It is worth noting that the third round of testing activities brought to light another layer of complexity
in our system. Although all handovers resulted in successful high-level migrations (NearbyOne level
orchestration), we observed persistent low-level service failures (resource orchestrator level). These
failures were traced back to Kubernetes (K8s) resource orchestrator reporting that the NodePort of
the migrated service was unavailable. In addition, another reported issue was related to the migrated
KServe service. This issue highlighted the critical role of the mediator application in our architecture.
Without the mediator, the KServe service was treated merely as a custom K8s resource, which led to
a significant oversight: the generated pod creation time was not captured by the high-level
orchestrator. The KServe Helm chart was marked as ready based on its own criteria, without
considering the actual readiness of the underlying Pod K8s resources. This discrepancy caused the high-
level orchestrator to operate on inaccurate information, leading to service migration time
miscalculations. As a result, the Pod creation time was measured separately on the K8s level.
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3.2 Proof-of-concept at SUPERCOM

3.2.1 Anomaly detection and model prediction performance

3.2.1.1 Machine learning pipeline for anomaly detection in connected vehicles

A fully automated, scalable, and production-ready machine learning pipeline for anomaly detection in
connected vehicles was designed to operate in real-time environments and under real driving
conditions [11]. The open-source implementation of the service is publicly available at
https://github.com/5uperpalo/successbg-edge, and a detailed description of the building blocks of our
modular monitoring solution is also provided in [1]. This solution integrates the entire lifecycle of an
anomaly detection system, including data preprocessing, feature selection, model training,
hyperparameter optimization, explainability, and deployment orchestration.

Our approach is based on real-world telemetry data from a SEAT Ateca R4 2.0 TDI, covering diverse
driving scenarios (urban, highway, and idle conditions). The core of the system is a light gradient
boosting machine (LightGBM) classification model for anomaly detection, leveraging its advanced
features in processing large volumes of sequential sensor readings and detecting subtle patterns
indicative of potential equipment failures. By training on historical sensor data, LightGBM can
effectively classify different types of faults and determine their root causes. Its superior capability to
detect anomalies with limited training data has been demonstrated in our previous work [2], where it
was evaluated against deep learning models, including TabTransformer [7] and TabNet [8], which
served as benchmark classifiers. LightGBM-based classifier was optimized using Optuna's Bayesian
optimization and extensively analyzed with SHAP [3] to ensure transparency and explainability, a
critical requirement for safety and diagnostic applications in connected vehicles. Furthermore, the
pipeline is deployed in production using KServe, enabling scalable, low-latency inference services fully
integrated with InfluxDB for telemetry monitoring and MLflow for model tracking, as also detailed in
[5]. This architecture supports real-time anomaly detection, making the system suitable for predictive
maintenance, security monitoring, and operational diagnostics in modern connected fleets.

As shownin Table 5, the training dataset consists of real telemetric data recorded under various vehicle
operational states:

Dataset Name Scenario

DS1_stopped_with_ignition_on_22Feb24_115812.csv Stopped with ignition on

DS1_stopped_with_ignition_on_25Jan24_124019.csv Stopped with ignition on

DS1_stopped_with_ignition_on_25Jan24_151531.csv Stopped with ignition on

DS1_stopped_with_ignition_on_25Mar24 153740.csv Stopped with ignition on

DS2_national_road_90km_h_max_25Jan24_153019.csv National road driving (90 km/h)

DS2_national_road_90km_h_max_25Mar24_133516.csv | National road driving (90 km/h)

DS3_highway_120km_h_max_22Feb24 121145.csv Highway driving (120 km/h)

DS3_highway_120km_h_max_25Mar24 154857.csv Highway driving (120 km/h)

Table 5: ML training data sources

As illustrated in Figure 42, the pipeline is composed of modular stages:
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Figure 42: Anomaly detection ML pipeline

After loading, datasets were concatenated, cleaned, and preprocessed to remove constant columns,
unify formats, and standardize variable names. A synthetic anomaly class (0/1) was assigned to
simulate detection scenarios. The following preprocessing steps were also conducted:

e Dropping high-NaN/constant columns.

e Removing highly correlated variables.

e Imputation and handling of rare categories.
e Standard scaling for continuous features.

It is noted that the inference model requires as input the following specific features of the vehicular
measurements to perform correct classification:

e Vehicle_speed

e Time_since_engine_start

e Normed_load_value

e Accelerator_pedal_position

e Engine_torque

e Qil_fill_level

e Engine_oil_temperature

e Fuel_level

e Fuel_consumption

e Brake_pressure

e Engaged_gear_raw_signal_Bits_0_7

e Efficiency_of_the_SCR_catalytic_converter
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To efficiently optimize hyperparameters in our LightGBM-based classifier, we leverage Bayesian
optimization techniques using the Optuna library [9]. Unlike traditional methods such as grid search or
random search, which explore the hyperparameter space in a brute-force or purely stochastic manner,
Bayesian optimization builds a probabilistic model to predict promising or informative hyperparameter
values, improving search efficiency over traditional grid/random search. As such, the search process is
guided effectively based on prior evaluations, significantly reducing the computational cost.
Additionally, we incorporate a pruning mechanism to facilitate the early stopping of unpromising trials
based on intermediate validation performance. This further enhances efficiency by allocating
computational resources to more promising configurations.

Hyperparameter ‘ Value
lambda_l1 0.0002553053419191757
lambda_|2 0.000828301110340063
num_leaves 31
feature_fraction 0.5
bagging fraction 0.8861062217231551
bagging freq 7
min_child_samples 20
n_estimators 1000

Table 6: Best hyperparameters found

Metric Value

Accuracy 1.0
Fl-score 1.0
Precision 1.0
Recall 1.0
Confusion Matrix [[35, 0], [0, 10]]

Table 7: Evaluation metrics

To ensure model transparency and validate the learned patterns, a feature importance analysis was
conducted using the trained LightGBM model. Figure 43 depicts the key features influencing anomaly
detection. It can be observed that the model focuses strongly on variables linked to engine load, time,
torque, and critical performance sensors, while other variables (e.g., fuel level, brake pressure,
accelerator pedal position) had no impact on the final decision-making.

SUCCESS-6G-DEVISE Page 37 of 63 TSI-063000-2021-40



Version 1.0, 30/04/2025

Top 10 Feature Importances (LightGBM)
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Figure 43: Features importance (LightGBM)

To add an additional layer of explainability, SHAP (SHapley Additive exPlanations) values were
computed to analyze individual and global feature contributions of the model outputs. SHAP is a widely
used explainability technique that leverages cooperative game theory to quantify the impact of each
feature on the model’s classification decisions [10]. The SHAP summary plot in Figure 44 offers insights
into how features influence predictions toward normal or anomalous classes.
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Figure 44: SHAP value impact on LightGBM model outputs

It can be noted that Normed_load_value and Engine_torque are the most influential in pushing
predictions toward anomalies.
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3.2.1.2 Evaluate model accuracy and KPIs for anomaly detection

This section presents a comprehensive evaluation of the anomaly detection model deployed and
served in a real driving scenario, specifically during the Castelloli circuit test. The model was deployed
using KServe, enabling scalable and low-latency real-time inference directly from vehicle telemetry
streams. Data was collected and stored in InfluxDB, allowing a precise and systematic analysis of
production inference behavior. The objective of this evaluation is to assess model performance based
on key anomaly detection KPIs (Precision, Recall, F1-score) and to validate its effectiveness and
responsiveness under real-world vehicle operation conditions.

The analyzed dataset contains 9,487 telemetry records, including predicted anomaly probabilities, and
retains the same features as the training set, ensuring consistency for evaluation. The summary
statistics of the main features are shown in Table 8.

Feature Mean Std

Accelerator_peda | 16.93

o 9.62 0.00 1490 | 14.90 | 1490 | 86.30
|_position

Brake_pressure 1.61 29.29 0.00 0.00 0.00 0.00 655.33

Efficiency_of the
_SCR_catalytic_c | 0.76 0.25 0.00 0.64 0.88 0.92 0.98
onverter

Engine_oil_temp

9.65 28.59 0.00 0.00 0.00 0.00 113.20
erature

Engine_torque 38.75 45.51 0.00 25.80 | 28.60 |32.40 | 392.90

Fuel_consumptio
n

0.69 3.45 0.00 0.00 0.00 0.00 29.00

Fuel_level 2.47 7.58 0.00 0.00 0.00 0.00 28.00

Normed_load va | ;9 oo | 1580 | 0.00 |23.80 |2570 |28.70 |97.70

lue

Oil_fill_level 7023 | 1035 |0.00 |67.23 | 7151 |73.93 | 92.0
Time_since_engi | 12017 | 163449 | 0.00 |000 |000 |000 |09
ne_start 00

Table 8: Anomaly injection values

To systematically evaluate the model's sensitivity and robustness, we generated synthetic anomalies
based on the clean feature dataset. This process ensures controlled and reproducible testing. To
ensure anomalies are significant and detectable, the following amplified abnormal values were used
across different features, as shown in Table 9.

Feature Anomalous Value

Accelerator_pedal_position 200

Brake_pressure 2000

Efficiency_of the SCR_catalytic_converter | 2.0

Engine_oil_temperature 250
Engine_torque 700
Fuel _consumption 70
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Fuel_level 100
Normed_load_value 200
Oil_fill_level 200
Time_since_engine_start -100

Table 9: Anomaly injection values

The following anomaly patterns are considered:

e Sparse Anomalies (Figure 45): Random isolated anomalies were injected into 1%, 5%, and 10% of
the dataset to simulate point anomalies.
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Figure 45: Sparse anomalies heatmap where synthetic faults are introduced in 10% of the dataset.

Collective Anomalies (Figure 46): Sequential (temporal) anomalies were injected using
variable numbers of time blocks (10, 100, and 200 blocks, each covering continuous time
periods). In each block, half of the features were selected randomly for anomaly injection,
creating partial system failures.
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Collective Anomalies Heatmap (100 blocks)
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Figure 46: Collective anomalies heatmap for 100 consecutive timesteps.

Based on a manually labelled ground truth and expert-defined thresholds, the following performance
metrics were computed, as shown in Figure 47 and Figure 48.

KPIs for Sparse Anomaly Detection
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N Precision
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Figure 47: KPIs for sparse anomaly detection
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KPIs for Collective Anomaly Detection (Multiple Blocks)
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Figure 48: KPIs for collective anomaly detection

For the case of sparse anomalies detection in Figure 47, precision metric is shown to improve
significantly as anomaly density increases (from 16% at 1% anomalies to 81% at 10%), meaning the
model becomes more accurate when anomalies are frequent. Recall remains low across all
percentages (30% at 1%, 36% at 5%, 38% at 10%), indicating the model struggles to detect many actual
sparse anomalies. F1-Score grows with anomaly density but stays moderate, reflecting limited balance
between precision and recall. As such, the model detects frequent anomalies well but fails to identify
rare, isolated anomalies, suggesting the need for improved sensitivity to sparse faults.

For the case of collective anomalies detection in Figure 48, recall is perfect (100%) for 10 and 100
blocks and remains very high (90%) for 200 blocks, confirming that the model reliably detects collective
anomalies affecting continuous time windows. Precision improves as the number of anomaly blocks
increases (from 12% at 10 blocks to 76% at 200 blocks), meaning the model becomes more accurate
in distinguishing real anomalies when they are more frequent. F1-Score shows significant growth (from
21% at 10 blocks to 82% at 200 blocks), reflecting a better balance between precision and recall as the
collective anomalies become more evident. As such, the model is highly effective at detecting
collective anomalies, especially when anomalies are widespread, demonstrating strong performance
in identifying sustained system faults.

3.2.2 Evaluation of the condition monitoring service in terms of security

For the evaluation of secure and trustworthy vehicle condition monitoring, the SUPERCOM platform
has been utilized to collect KPIs relevant to the proposed edge-based security framework, specifically
in user story 1.2. As explained in Deliverable E10 [5], a general-purpose laptop emulates a vehicle's
OBU, which generates periodic basic safety messages (BSMs) containing the vehicle's condition
monitoring data. These multiple streams of BSMs, generated by the OBUs, are aggregated at the edge
node. The edge node simulates a roadside unit within the vehicle infrastructure and serves to inject
vehicle data streams into a pre-trained deep reinforcement learning (DRL)-based misbehavior
detection model. The trained DRL model, developed in [6], is made available through the Kserve
inference service, enabling real-time detection of security vulnerabilities in the vehicle's data.

For this evaluation, the open-source VeReMi dataset, which encompasses a wide range of
misbehaviors associated with vehicular security vulnerabilities, has been utilized. Two common
variants of attacks (i.e., data replay and DoS) have been selected to assess and report the relevant KPIs.
Specifically:
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e Datareplay attack: A vehicle re-transmits or replays valid BSMs previously received from other
vehicles. In this case, the vehicle uses its own ID while replaying the data and tries to exploit
the conditions that existed at the time of the original BSM transmission. The attack could also
be carried out in Sybil mode by changing the attacker ID.

e Denial-of-service (DoS) attack: A vehicle transmits BSMs at a frequency higher than the limit
set by the standard. Such a high volume of data transmission would result in extensive periods
of network congestion and unavailability to serve other legitimate vehicles. DoS attacks may
also be launched by setting all BSM fields to random values (i.e., DoS random). Such behaviours
can be concealed in a subtle way using compromised vehicles' identities (Sybil mode).

The security-related KPIs measured include accuracy, precision, recall, and F1-score. Additionally, upon
detecting a security vulnerability, the mean time to detect (MTTD) is reported.
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4

In the following, we report the achieved values for the measured KPls during our experiments

Key Performance Indicators

conducted at the two SUCCESS-6G testbeds.

4.1 Use Case 1: Vehicular condition monitoring and fault provisioning

4.1.1 User story 1.2: Vehicular condition monitoring with security guarantees
KPI Relevant SUCCESS-6G enabler |SUCCESS-6G testbed| Achieved value
(based on E5) (based on E10)
Castelloli vs
SUPERCOM
Number and [-End-to-end condition monitoring, Castelloli 0
frequency of [failure identification, and
failures visualization for V2X systems
—Da"ca' analytic.s for inforrned SUPERCOM Sparse
deC|'S|on-mak|'n'g regarding the anomalies (1%,
vehicles condition status 5%, 10%
-C-V2X OBU samples of the
dataset)
Collective
anomalies (10,
100, 200
timesteps)
Downtime -End-to-end condition monitoring, Castelloli Service
failure identification, and downtime:
visualization for V2X systems Equivalent to
(service downtime) service
-C-V2X OBU (device downtime) migration time
(Section 4.3.1)
Device
downtime: 30-
40s
Reliability C-V2X OBU Castelloli 100%
during test
Accuracy Trustworthy knowledge transfer SUPERCOM Data Replay
at the edge in V2X systems attack: 0.9831
Secure V2X edge intelligence with DoS attack:
physics-informed learning 0.9996
Precision Trustworthy knowledge transfer SUPERCOM Data Replay
at the edge in V2X systems attack: 0.9469
Secure V2X edge intelligence with DosS attack:
physics-informed learning 0.9993
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Recall Trustworthy knowledge transfer SUPERCOM Data Replay
at the edge in V2X systems attack: 1.0
Secure V2X edge intelligence with DosS attack: 1.0

physics-informed learning

Fl-score Trustworthy knowledge transfer SUPERCOM Data Replay
at the edge in V2X systems attack: 0.9725
Secure V2X edge intelligence with DoS attack:
physics-informed learning 0.9996
Mean Time to | Trustworthy knowledge transfer SUPERCOM Data Replay
Detect at the edge in V2X systems attack: 4.85 ms
(MTTD) DoS attack:
4.72 ms

Table 10: Service KPIs for user story “vehicular condition monitoring with security guarantees”

4.2 5G network

4.2.1 Core
KPI SUCCESS-6G testbed Achieved value
(based on E10)
Castelloli vs
SUPERCOM
Number of seconds this Castelloli Up Since: Mon Dec 16
system has been running 05:20:10 2024
Max_attached users Castelloli 20
permitted
Max attached radios Castelloli 2
permitted
Number of attached Radios Castelloli 2
Number of active radios Castelloli 2
(more than 1 user attached)
Number of attached Users Castelloli 4
Number of Active Users (not Castelloli 4
idle mode)
Average CPU usage for PS Castelloli 4%
Current UL bits per second Castelloli 72,08 Mbps
on S1-U/N3
Current DL bits per second Castelloli 263,88 Mbps
on S1-U/N3
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Current UL bits per second Castelloli 119,54 Mbps

on Sgi/N6 (Internet)

Current DL bits per second Castelloli 276,83Mbps

on Sgi/N6 (Internet)

Network Latency Castelloli 6ms. - 17 ms.

FTP Throughput Castelloli 93,74 Mbps (Node 1)

51,93 Mbps (Node 8)

Table 11: Network KPIs that can be extracted from the core.

4.2.2 On-Board Unit
KPI SUCCESS-6G testbed| Achieved value
(based on E10)
Castelloli vs
SUPERCOM
Uptime Castelloli 100% during testing
Latency Castelloli 6ms. - 20 ms.
Bandwidth Castelloli 5- 100 MHz
Estimation:  25-30
MHz
DL (downlink) throughput Castelloli 98.4 Mbps

- Very good radio

conditions 94.8 Mbps
- Good radio conditions

- Medium radio conditions 52.8 Mbps
UL (uplink) throughput Castelloli 52.8 Mbps
- Very good radio

conditions 43 Mbps

- Good radio conditions

- Medium radio conditions 18.1 Mbps
Reliability Castelloli 100%
Communication range Castelloli 100%
RSRQ Castelloli -11, -12
RSRP Castelloli -77,-106
SNR Castelloli 3.5-40

Table 12: Network KPIs that can be extracted from the final user (e2e)

4.3 Additional key performance indicators

Going beyond the KPIs defined in Deliverable E5 [4], a more comprehensive set of KPls was measured
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using the data collected during the testing activities in the Castelloli circuit.

KPI SUCCESS-6G Achieved value
testbed
(based on E10)
Castelloli vs
SUPERCOM
Inference success rate (%) Castelloli 100%
Inference failure rate (%) Castelloli 0%
Average inference time (seconds) Castelloli 0.0151
Average HTTP request time Castelloli 0.0174
(seconds)
Request queue size Castelloli 950
Handover Minimum response time Castelloli 30
(seconds)
Handover Average response time Castelloli 30
(seconds)
Handover Maximum response time Castelloli 30
(seconds)
Table 13: Additional KPIs
KPI SUCCESS-6G Precision Recall F1-Score
testbed
(based on
E10)
Castelloli vs
SUPERCOM
Sparse (isolated SUPERCOM 0.162463 0.302402 0.211370
anomalies) 1% using Castelloli
measurements
Sparse (isolated SUPERCOM 0.591519 0.362215 0.449302
anomalies) 5% using Castelloli
measurements
Sparse (isolated SUPERCOM 0.813507 0.378711 0.516825
anomalies) 10% using Castelloli
measurements

SUCCESS-6G-DEVISE

Page 47 of 63

TSI-063000-2021-40



Version 1.0, 30/04/2025

Collective anomalies SUPERCOM 0.122592 1.000000 0.218409
10 blocks using Castelloli

measurements
Collective anomalies SUPERCOM 0.605332 1.000000 0.754151
100 blocks using Castelloli

measurements
Collective anomalies SUPERCOM 0.758453 0.903506 0.824650
200 blocks using Castelloli

measurements

Table 14: Additional KPIs for anomaly detection
4.3.1 Service migration time measurements

This section presents an analysis of service migration time measurements from the Castelloli
experiment conducted on March 7, 2025. The results provide insights into various aspects of service
orchestration and handover (HO) performance, focusing on both overall success rates and the impact
of the Mediator component on migration times. Through comparative evaluations, including success
counts, average migration times, cumulative distribution functions (CDFs), and stacked bar plots, we
examine key performance trends and potential bottlenecks in the service migration process. The
findings highlight the trade-offs between increased orchestration control and additional overhead
introduced by the Mediator, offering a comprehensive view of the system’s efficiency and areas for
optimization.

The plot in Figure 49 presents an overview, evaluating different aspects of service orchestration and
HO performance. The x-axis represents four key categories: overall handover success from the DE
perspective, successful high-level service orchestration, low-level orchestration issues, and successful
low-level service orchestration. The y-axis displays the corresponding counts for each category,
providing a comparative view of their occurrences during the experiment. The overall HO success from
the DE perspective and successful high-level service orchestration both recorded a count of 57,
indicating that high-level orchestration processes were generally reliable. However, low-level
orchestration issues were observed 15 times, highlighting challenges in finer-grained service
execution. Despite these issues, successful low-level service orchestration was recorded 42 times,
showing that even though difficulties existed, the majority of low-level orchestration attempts were
still successful. Within the successful low-level service orchestration category, additional results
differentiate cases with and without the Mediator component. The experiment was conducted 25
times with the Mediator and 17 times without it, though this difference was due to time constraints
rather than performance-related factors. The results overall provide key insights into the strengths and
potential bottlenecks in the service orchestration framework.

SUCCESS-6G-DEVISE Page 48 of 63 TSI-063000-2021-40



Version 1.0, 30/04/2025

Final Castelloli Results 7th of March 2025

57 57 With Mediator
= Without Mediator

Overall HO from Successful high-level service Low-level orchestration issues  Successful low-level service
DE point of orchestration orchestration
view

Figure 49: An overview of the final tests in the car circuit regarding service orchestration

In Figure 50, the plot presents the comparison of average migration times between scenarios with and
without the Mediator component. The y-axis represents the migration time in seconds, while the x-
axis differentiates the two experimental conditions. The error bars represent the standard deviation,
providing insight into the variability of migration times in each case. The results show that the
migration time with the Mediator has a higher mean value of 66.75 seconds, compared to 24.57
seconds without the Mediator. This significant difference highlights the additional overhead
introduced when using the Mediator component. However, the higher standard deviation (10.92
seconds with Mediator vs. 3.38 seconds without Mediator) suggests that the migration process with
the Mediator experiences more fluctuations in execution time. These results indicate that while the
Mediator introduces additional latency, its role in orchestrating the migration process may involve
more complex tasks, potentially contributing to improved service continuity or enhanced control over
the process. Further analysis would be required to assess whether the added time leads to tangible
benefits, such as reduced service disruptions or improved resource management, that justify the
additional overhead.
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Average Migration Times With and Without Mediator
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Figure 50: Comparison of service migration time with and without the Mediator service

In the following plots, we present finer-grained information, which illustrates the CDF with and without
the Mediator service as well as the distribution of the service migration time duration.

The CDF plots in Figure 51 and Figure 52 visually represent the proportion of service migrations that
complete within a given time. The x-axis represents migration times (in seconds), while the y-axis
shows the cumulative probability, ranging from 0 to 1. The curve starts at zero and gradually increases
as more migrations are completed. A steeper slope indicates a higher concentration of migrations
occurring within that time range, while flatter regions suggest outliers or slower migrations.

Specifically, in the case of the Mediator, from the plot in Figure 51, we observe that the majority of
service migrations are completed within a specific time range (60 to 70 seconds), with the curve rising
quickly in that region. However, some migrations take significantly longer (around 90 seconds), as
shown by the slower growth in the upper end of the distribution. This suggests that while most
migrations follow a predictable pattern, a few cases experience higher delays. Understanding this
distribution is valuable for performance optimization, as it allows us to set realistic expectations for
migration times and identify areas for improvement.
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Cumulative Distribution Function (CDF) of Service Migration Times
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Figure 51: CDF of service migration times with the Mediator

On the other hand, without the Mediator, from the plot in Figure 52, we observe that around 50% (y
= 0.5) of migrations are completed in approximately 4 to 5 seconds, meaning the median migration
time is within this range. The curve rises steeply between 3 to 6 seconds, indicating that most
migrations occur within this time frame. Beyond 6 seconds, the curve flattens, signifying that fewer
migrations take longer. Aty = 1.0 (or 100%), the plot reaches its highest point, meaning all migrations
are complete, with the longest one taking slightly over 7 seconds. This distribution suggests that while
most migrations happen efficiently within a predictable time frame, a small percentage take longer.
Identifying the causes of these longer migrations can help optimize performance and reduce overall
delays.

Cumulative Distribution Function (CDF) of Service Migration Times
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Figure 52: CDF of service migration times without the Mediator
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Finally, the bar plot in Figure 53 illustrates the distribution of overall migration times without the
Mediator, considering both the migration time of KServe custom K8s resources and the pod running
time. In the stacked bar chart, the blue bars represent the migration times of Kserve without the
mediator, while the orange bars represent the pod running time (the pod is generating on the
background when the Kserve custom resource is running). The combined height of each bar represents
the overall migration time, which includes both the migration time and the pod running time. The pod
running times range between 15 to 25 seconds for each entry, adding variability to the overall
migration time. The chart clearly shows that the pod creation time (orange segment) constitutes a
significant portion of the overall time for each migration. It is evident that the pod running time
generally adds a considerable amount to the overall migration time, with each stacked bar's height
indicating how much extra time the pod creation adds to the process. This combination provides a
clearer view of the total time it takes to complete a migration, including both the service migration
and the time required for pod creation and initialization. This kind of stacked bar visualization is useful
for understanding the separate contributions of migration time and pod creation time to the overall
process, highlighting the relative importance of each in the migration duration.

Migration Times (Without Mediator and With Pod Running Time)

mmm Migration Time Without Mediator
30 1 mmm Pod Running Time

25 A

N
o
L

=
w
L

Time (seconds)

10 A

0 2 4 6 8 10 12 14 16
Entry Index

Figure 53: Migration times without the Mediator, but also including the pod creating times

4.4 Unmeasured key performance indicators
Besides the measured indicators, a small subset of the KPIs defined in E5 were not eventually tracked.
We provide the details as follows:

e Number of paging failures: The metric was not measured as it was deemed irrelevant to the
specific context of the use case.

e Packet loss ratio: Although not directly measured within the radio environment of the testing
infrastructure, this metric can be indirectly associated with the number of (synthetic) failures
introduced.

e Occlusion length: This metric was not recorded, as missing values in the dataset were not
treated as anomalies. Instead, specific anomalous values were intentionally injected (as shown
in Table 9) to emulate fault conditions.

e Unauthorized access: This metric was not tracked, given that secure end-to-end connectivity
was assumed throughout the testing environment.
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e Remaining useful lifetime: The metric was not measured because the introduction of synthetic
anomalies to simulate faults made it impractical to accurately assess the actual lifespan of real
equipment.

e Maintenance response time: The metric was not evaluated since there was no closed-loop
functionality implemented upon the detection of the (synthetically introduced) anomalies.

e Mean time to resolve: For similar reasons as above, the metric was not assessed since there
was no closed-loop mechanism implemented upon the detection of security incidents.

e Energy consumption: Although not directly measured, this metric can be inferred based on the
training time of the classification models deployed at the edge and used in the evaluation.
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5 Summary of experimental validation and insights

A series of real-world tests were carried out at the Cellnex Mobility Lab at Circuit Parcmotor Castelloli,
with the aim of evaluating the performance and operational robustness of the vehicular condition
monitoring service developed under the SUCCESS-6G-DEVISE project. These tests were crucial in
assessing not only the end-to-end functionality of the service but also the seamless integration and
interoperability of its enabling technological components.

The experimental validation focused on replicating realistic vehicular scenarios, including handovers
across the edge monitoring infrastructure, varying vehicular speeds and network conditions, to
rigorously challenge the system's capabilities in a controlled but dynamic environment. Key elements
of the condition monitoring service—such as edge-based data processing, service orchestration,
communication interfaces, and advanced analytics—were assessed in terms of their responsiveness,
reliability, and overall impact on service quality.

Throughout the testing campaign, extensive data were collected on performance metrics aligned with
the defined KPIs, with emphasis on handover information to ensure service resilience during vehicular
movement. These metrics provided a quantitative basis for evaluating the system’s real-time behavior
and its ability to maintain service continuity under demanding conditions. The insights gained from this
validation exercise not only confirmed the feasibility of the solution in a near-deployment environment
but also helped identify opportunities for fine-tuning specific components, such as optimizing the data
ingestion pipeline, improving predictive maintenance algorithms, or enhancing V2X link reliability.

Overall, the testing activities served as a vital step toward demonstrating the readiness of the condition
monitoring service for further integration into broader intelligent transportation systems, paving the
way for scalable deployments in 6G-enabled vehicular networks.
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6 Annex A

6.1 Photos from the Castelloli trials on 19/12/2024

-

-

SUCCESS-6G-DEVISE Page 55 of 63 TSI-063000-2021-40



Version 1.0, 30/04/2025

SUCCESS-6G-DEVISE Page 56 of 63 TSI-063000-2021-40



Version 1.0, 30/04/2025

SUCCESS-6G-DEVISE Page 57 of 63 TSI-063000-2021-40



Version 1.0, 30/04/2025

6.2 Photos from the Castelloli trials on 24/02/2025
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6.3 Videos from the Castelloli trials on 07/03/2025

Handover from node 1 to node 8 (click on the image to play)
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